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Resumo

A maneira como definimos "inteligéncia" e
epistemologia’ é uma resposta a uma forma
de conhecimento. A IA, como um conjunto
de novas tecnologias, reproduz isso, € a teo-
ria queer, juntamente com a teoria racial cri-
tica, mostrou como exclui os outros, incluindo
aqueles tradicionalmente considerados femi-
ninos’ (Adam, 1998), e também mostrou que
essa inteligéncia tem sua equivaléncia com o
conhecimento do homem branco® (Ali, 2019).
Assim, a IA se envolve em uma exclusido ou
repressao sociotécnica mais ampla do conheci-
mento das mulheres e reifica uma conceitua-
¢ao de "inteligéncia" baseada em género e raga.
Por outro lado, a IA oferece uma oportunidade
de mudar as suposi¢des sobre a epistemologia
de género” (Collett e Dillon, 2019). Por exemplo,
as narrativas de inteligéncia "dura” e "suave" sao
frequentemente classificadas como masculinas

e femininas, respectivamente. Adrian Weller
(2019) aponta que essa inteligéncia "dura", que
engloba a légica e a racionalidade, é mais facil
de ser reproduzida na forma tecnolégica, o que
reforca a ideia de que tudo ¢ "inteligéncia", mas
a inteligéncia "suave" e a soluc¢do criativa de pro-
blemas, a empatia, a negociagdo e a persuasao,
qualidades que historicamente tém sido iden-
tificadas mais com as mulheres e tém sido fo-
mentadas nelas, podem se tornar privilegiadas
por serem dificeis de codificar® (O'Connor, 2019).
Quer se pense que a IA depende da incorpora-
cdo de uma epistemologia masculina, quer se
pense que a IA promete dar uma vantagem a
epistemologia feminista, a IA estd perpetuando
e reforcando estereétipos bindrios de género,
deixando para trds aqueles que estdo fora dos
conceitos normativos e bindrios de género. Por
isso, propomos uma epistemologia queer para a
IA com uma perspectiva de Maioria Global a fim
de criar uma estrutura que permita uma lingua-
gem comum em todo o ciclo de vida da IA.
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Abstract

The way we define "intelligence" and epis-
temology’ response to a way of knowing. Al
as a set of new technologies reproduces this,
and queer theory alongside critical race theory
have shown how excludes others, including
those traditionally considered feminines®, and
also shown that this intelligence has its equi-
valence to white man's knowledge’. Al thus
engages in a broader sociotechnical exclusion
or repression of women's knowledge and rei-
fies a gender- and race-based conceptualization
of "intelligence."

On the other hand, AI offers an opportunity
to change assumptions about gendered epis-
temology'’. For example, narratives of "hard"
and "soft" intelligence are often classified as
male and female, respectively. Adrian Weller
points out that this "hard" intelligence, which
encompasses logic and rationality, is easier to

reproduce in technological form, which rein-
forces the idea that it is all "intelligence", but
"soft" intelligence, and creative problem-sol-
ving, empathy, negotiation, and persuasion,
qualities that have historically been identified
more with women and have been fostered in
them, can become privileged as it is difficult
to codify”.

Whether AI is thought to depend on embo-
dying a male epistemology, or whether AI pro-
mises to give a feminist epistemology a head
start, Al is perpetuating and reinforcing binary
gender stereotypes, leaving behind those who
are outside the normative and binary concepts
of gender. Hence, we propose a queer episte-
mology for AI with a Global Majority perspec-
tive in order to create a framework that allow
a common language in all AT life-cycle.



1. Introduction:
the foundation of the
ai life-cycle: the 4ds,
design, development,
deployment, and
detection of biases

To have an effective queer epistemological fra-
mework, we need a methodology with a queer
perspective, we need to answer how queers,
trans vision, and narratives will be included in
our way to design, deploy, distribute, and de-
tect biases in AI? And more importantly, what
is done to make these Al inclusive for queer,
BIPOC people from the majority world"”, just
to mention? How are we taking into conside-
ration all the biases faced every day just for li-
ving in a cis-male white society?

If this framework is going to be used by te-
chnologists, final users, policymakers, socio-
logists, activists, and everyone involved with
making real the practical aspects of Artificial
Intelligence, we must consider using it in
all stages of the foundation of any AI: de-
sign'* (first stage, what kind of AI we want
to do, and who is going to be beneficiary or
user from it), development” (coding and mo-
delling the technology we want to do and
how articulate with an ethical and regula-
tory framework and first stage of tests with
the possible beneficiaries or users), deploy-
ment'® (testing and putting in contact to his
final users in small, medium, or large scale
in real life conditions according to necessi-
ties), and detection of biases (addressing and
auditing the biases found when the techno-
logy has been deployed and create the ne-
cessary amendments in terms of regulations,
code, and others related to make the AI less
harmful and more beneficial)” (4Ds). We
must have into account the following aspects

according to the technology we are going to
bring to the people: first theoretical aspects
that respondo to which theories are part of
it, and why?; second, methodological aspects
which means how to apply these theories to
practices and actions?, and, finally methods
and tools, or in other words, which ones and
how to use them according to the stage?

As we are asking designers, developers, te-
chnologists, and policymakers to be more fair,
accountable, transparent, and ethical in set-
ting the foundation for AI and making them
less harmful for queer people, these aspects
must include non-traditional theories to feed
the datasets that are going to make it work",
new approaches to traditional social sciences
methods and tools as interviews, focus groups,
participatory design, and new combinations of
methodological approaches from social scien-
ces, humanities, art, mathematics, natural
sciences, engineering, and others”.

Also, this is going to demand that all of us
involved in this process think outside the box
and bring queer”’, decolonial”, abya yald theo-
ries””, MLP*, NLP*, neurosciences’’, trans
theories from the Global Majority”*, body theo-
ries”’, embody theories*, cultural studies” as a
methodology, interviews, focus groups, parti-
cipatory design, documentary, or case analysis,
research on the field, law-making regulatory
processes’” and others. Altogether, creating
an epistemological framework according to
the current expectation of respect for human
rights from AI, with this we are saying all
human rights including the ones from queer
people no matter where they come from or are.

Probably, this is not yet a definitive solution
to making these technologies more beneficial
for queer communities. Also, is understandable
that reach this issue just from a theoretical fra-
mework could create biased results, that is why
also in the practice of detection of biases we
need to include the language that can transform
this specific harmful stereotype into regulations,



formal definitions, and actions that can benefit
not only queer people but all of us. After all, as
someone once said: "everything exists in the law,
and nothing stands outside of it."

2. Methodology: Making
Al frameworks with a
queer perspective

There is a need for research that analyses Al
and that will impact gender equality, gen-
der diversity, and/or queerness. So far, there
has been little attention to interpreting these
laws, policies, and theories through gender and
queer lens, or indeed research into how these
structures could be exploited to strive for gen-
der equality and diversity.

Research could explore existing and emer-
ging frameworks concerning Al, gender, and
queerness. Specifically, such exploration could
include, but would by no means be restricted
to, policies, laws, research, ongoing frameworks,
and social aspects surrounding two particular
areas that are key in the 4Ds stages of an Al
data and privacy, and technological design.

As demonstrated in the research context,
these areas are already being considered to Al
more generally speaking, but would benefit
from additional gender-based and queer -based
perspective. These could be analysed through
two mechanisms: (1) gender, race, queer theo-
ries, decolonial theories (2) a series of interviews
with technologists, experts, and policymakers.

Firstly, a theoretical analysis could be used
to consider how policy, legislation, and the
use of queer theories from the Global Majority
can facilitate AI to work for gender equality,
and social equality more broadly speaking”.
Secondly, the interviews would function as a
way to gain mutual understanding between
policymakers and technologists regarding

definitions of gender, and how vulnerable gen-
der groups would be impacted by certain struc-
tural changes. Whittlestone et al.”” outline that
knowledge of technological capabilities should
inform our understanding of the ethical ten-
sions, which will be “crucial for policymakers
and regulators working on the governance
of Al-based technologies”. Collaboration bet-
ween experts, policymakers, and technologists
would enable the formation of frameworks
that tackles the main issues in a thorough, ac-
curate, and realistic manner.

Additionally, a set of guidelines for ongoing
developments would outline certain standards
to be upheld when designing and implemen-
ting, which both, directly and indirectly, im-
pact issues surrounding Al and gender diver-
sity. The practical element of these standards
is of the utmost importance. They are not the
same as an ethical framework that cannot be
directly applied, but rather they would be spe-
cific, context-related, and therefore straight-
forward for policymakers, technologists, and
others to implement.

Overall, there is a need for research that as-
sesses how emerging and future epistemologi-
cal frameworks™ (Villani, 2018) are failing to
establish gender equality, and how they could
be altered to strive for social justice. In a few
points, this should point to the following: first,
to analyze current and emerging law and policy,
ethical, and academic frameworks that impact
the intersection of Al and gender diversity, es-
pecially those that are from the Majority World.
Following by to outline specific recommenda-
tions for alterations to laws and policies, aca-
demic frameworks surrounding Al and gender
diversity, as well as a set of research-based gui-
delines for ongoing developments. These would
rigorously promote the enhancement of social
justice and gender equality and diversity.

After that we need to collaborate with exis-
ting research projects, initiatives, policyma-
kers, experts, users, designers, developers, and



technologists. This research aims to contribute
to understanding what it means to be inclusive,
especially concerning questions of gender di-
versity and queerness beyond the perspective
of the Global North.

And finally it is also important to harness
an intersectional approach and consider how
these are impacting and shaping gender, as
well as race, ethnicity, sexuality, social class, di-
sability, and so on. This will aid the pursuit of
shaping structures in a way that considers not
only one aspect of identity that could be detri-
mentally impacted by AI but multiple, in a few
words create mechanisms embedded into the
different frameworks that can allow anybody
that detects a bias can share that information
to improve the technology already deployed,
developed and designed.

3. Mlethods for
research

3.1 Interviews

Interviews would be conducted with resear-
chers, designers, developers, technologists, and
policymakers who are working in the relevant
field and users who self-identify as queer, gen-
der-diverse, women from the Global Majority
with some or no expertise about the topic
but are exposed to these technologies in their
everyday lives. When interviewing, it would be
useful to understand how AI functions in dis-
criminatory or inclusive ways:

Data. In addition to understanding how data
is used in ways that are both visible and in-
visible to the public eye, and how this could
be abused, interviews would cover how viable
it would be to regulate or address inside an

epistemological framework such large amou-
nts of data used by the diverse Al

Technological design. Interviews would
focus on the process of design, seeking insight
into decision-making and which processes,
theories, laws, and policies influence these de-
sign decisions.

Interviews with policymakers would allow
the research to understand processes, defini-
tions, tensions, and trade-offs that are being
employed in current policy documents. Overall,
interviews would enable the recommendations
to be as specific and realistic as possible, espe-
cially for users who could bring a set of expec-
tations that would allow understanding better
of the ideal AI when it comes to gender and
queer issues.

3.2 Theoretical
Analysis

Some principles of feminist theory had been
used in the past to analyse AI and to shape
ethics surrounding these technologies™.
Feminist legal theory, for example, has been
employed to analyse technical issues such as
privacy, surveillance, and cyberstalking™.

Feminist, decolonial, and the majority of
world theories will be employed to analyse
gendered and queer aspects regarding Al. Mary
Hawkesworth™ outlines how feminist scholar-
ship seeks to reshape the dominant paradigms
so that women’s and gender-expansive people’s
needs, interests, and concerns can be unders-
tood and considered in this process. Canada,
Norway, and Sweden have all adopted gender,
queer and feminist-informed approaches to
their foreign policies, for example. Aggestam,
Rosamund, and Kronsell”” draw upon feminist
theory and ethics of care to theorize feminist
foreign policy. This use of gender theory could
be replicated to shape practices and theories
surrounding Al



In addition, anti-essentialist theories could
be harnessed and used for analysis. In Feminist
Legal Theory, Levit and Verchick™ outline how
during the mid to late-1980s, several legal theo-
rists complained about the essentialist nature of
feminist legal theory. In ‘Race and Essentialism
in Feminist Legal Theory”, Angela P. Harris ar-
gues that feminist legal theory relies on gender
essentialism. This is the notion that a unitary,
essential women’s experience can be isolated
and described independently of race, socio-e-
conomical class, sexual orientation, and other
realities of experience. The result of this is:

“[...]Not only that some voices are silenced
to privilege others...but that the voices that
are silenced turn out to be the same voices si-
lenced by the mainstream legal voice of “we
the people” — among them, the voices of black
women.” Harris,(1990) .

This research would draw on relevant theo-
ries relating to race, gender, ethnicity, disa-
bility, sexuality, and so on to analyse existing
and emerging frameworks from an intersec-
tional perspective. This will help to ensure
that a broad range of standpoints are conside-
red when it comes to shaping Al with a more
inclusive queer perspective. For example, this
could include the use of critical race feminist
theory, which looks at how traditional power
relationships are maintained, as well as post-
modern gender theory, and scholars who apply
queer or transgender theory to technology and
law. Such research could also consider how
narrative analysis might enhance traditional
methodologies when you include perspectives
from the Global Majority that usually are ex-
cluded and considered just as users and not
designers in the process of developing and de-
ployment of these kinds of technologies.

3.3 Proposed
analysis

Harnessing this theoretical work alongside the
interviews, this kind of way of research would
examine relevant theories, narratives, laws,
and policies to examine their impact on issues
of gender equality, gender diversity, and queer-
ness with a global majority perspective. This
would especially be concerned with theory, so-
cial needs, legislation, and policy surrounding
the key areas identified here: data and privacy
and technological design.

Broadly speaking, this would isolate any
content or wording which relates to how te-
chnology can facilitate inequality of power,
discrimination, or social injustice. Within this
analysis, it could focus on: 1) how these struc-
tures impact gender, racial and ethnic mino-
rities; (2) how these theories, narratives, and
legislation use language and terminology to as-
sume essentialist views of gender in intersec-
tion with race and ethnicity; (3) the loopho-
les which could allow for potential inequality
of power or discrimination; (4) the subtext or
sub-narrative in these pieces of legislation, or
ethical frameworks, including their assump-
tions of what is meant by gender, race, and
ethnicity; and finally, how these structures
could be altered to endorse social justice and
equality better.

We will face some challenges at the time
using this approach to research Al from a gen-
der and queer perspective, with also a glimpse
of critical race and decolonial theories in mind.
Some of them are ensuring that technical and
legal definitions of bias, equality, and fairness
match up with what is valued more broadly
in society, especially the ones in the Majority
of the World; developments, deployments, and
laws and policies on Al are still at the em-
bryonic stage, which could make the process
slightly staggered. However, this could also be
an opportunity, especially as many policies and



technologies are not yet ossified. Such research
will need to keep abreast of emerging develop-
ments and work to create access to and inform
policies, and technologies in development; and
also it will be important for researchers to
consider how they will address the trade-offs
in terms of moral and ethical guidelines

This work hopes to contribute to the ongoing
development of theories, policies, and law, but
in general create a common language, an epis-
temological framework, surrounding Al, gen-
der diversity, and queerness within the inclu-
sion of the Global Majority, and therefore will
be influential in shaping their content and im-
pact. It has been established that the concepts
that use and the way we embedded them into
technologies affect our behaviour*. Structural
changes implemented could contribute to shif-
ting behaviour surrounding gender equality
and the intersectional nature of it would ena-
ble us to consider many different standpoints,
working for widespread social justice and re-
distribution of power.

4. F.A.T.E:
A complementary
analysis

Another approach addresses the detection of
biases more obliquely, with accountability mea-
sures designed to identify discrimination in the
processing of personal data. Numerous organi-
zations and companies as well as several resear-
chers propose such accountability. Therefore,
having the difficulties of foreseeing AI techno-
logies outcomes as well as reverse-engineering
algorithmic decisions, no single measure can
be completely effective in avoiding perverse
effects. Thus, where algorithmic decisions are
consequential, it makes sense to combine mea-
sures that should be taken to work together.

Advance measures such as fairness, accounta-
bility, transparency, and ethics (F.A.T.E), combi-
ned with the retrospective checks of audits and
human review of decisions (detection of biases),
could help identify and address unfair results.
A combination of these measures can comple-
ment each other and add up to more than the
sum of the parts. This also would strengthen
existing remedies for actionable discrimination
by providing documentary evidence that could
be used in litigation, creating new laws and po-
licies, and frameworks, and developing a dee-
per understanding of the social implication of
the different AI technologies and how we could
use those results to improve them or not lon-
ger use them.

5. Conclusions

We think this proposal at the beginning could
be problematic and considered hard to achieve,
but it is exactly in that aspect where this trans-
disciplinary approach could offer a more holis-
tic way to understand, embody, and code the
experiences of queer, trans, marginalized peo-
ple into AI and other new technologies where
data is the main source.

We argue that any Al design, development,
deployment, and detection of biases frame-
work that aspires to be fair, accountable, trans-
parent, and ethical must incorporate queer,
decolonial, trans, and other theories from the
Global Majority into their 4Ds. Not only that,
but we additionally explain the importance of
justice and enfranchising, shifting power to
the disempowered core values of any accoun-
table and responsible AI system. Creating these
Al necessities starting by funding, supporting,
and empowering grass-roots work and advo-
cacy to discuss if and how gender, sexuality,
and other aspects of queer identity should be
used in datasets and Al systems and how risks
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should be addressed in order to cause less or
not harms along these lines, and don’t forget
about the final users so the field of AI fosters
from diversity and inclusion to credibly and
effectively develop reliable Al. Based on this,
we want to create an epistemological frame-
work with a queer perspective for Al as it was
explained, and start to analyse the benefits it
can bring from its social, mathematical, tech-
nical, and practical regulatory aspects.




Referéncias
bibliograficas

ADAM, A. Artificial knowing: Gender and the
thinking machine. London:Routledge. 1998.
ADAM, A. (2005). Gender, Ethics and Information
Technology. London: Palgrave MACM,
New York NY, USA. Illan. 2005.
AGGESTAM K, BERGMAN-ROSAMOND A
and KRONSELL A. Theorising feminist
foreign policy. International Relations
[online] 32(4), 1-17. 2018. Available
at:

ASARO, P.. Robots and Responsibility from a Legal
Perspective. In: Proceedings of the IEEE
International Conference on Robotics and
Automation. Rome: IEEE. 2007.

BUTLER, Judith. Gender Trouble: feminism
and the subversion of identity. New York:
Routledge. 1990.

BUTLER, Judith. Critically queer (pp. 11-29).
Routledge. 2020.

COLLETT, Clementine and DILLON, Sarah.
Al and Gender: Four Proposals for
Future Research. Cambridge: The
Leverhulme Center for the Future of
Intelligence. 2019.

COLLINS, P. H. Black Sexual Politics: African
Americans, Gender, and the New Racism.
New York: Routledge. 2005.

COWLS, Josh and KING, Thomas and
TADDEO, Mariarosaria and FLORIDI,
Luciano, Designing Al for Social Good:
Seven Essential Factors. 2019. Available at
SSRN:

DIGNUM, V. Responsible Artificial Intelligence:
Designing Al for Human Values. ITU
Journal: ICT Discoveries, Special Issue
No.1, pp. 1-8. 2017.

ELLIOT, P. and ROEN, K. Transgenderism and
the Question of Embodiment: Promising
Queer Politics? GLQ; A Journal of Lesbian
and Gay Studies, 4(2), pp. 231-261. 1998.

EPSTEIN, S. A queer encounter: Sociology and
the study of sexuality. Sociological Theory,
188-202. 1994.

ERDELYI, O. and GOLDSMITH, J. Regulating
Artificial Intelligence: Proposal for a Global
Solution. In: AIES '18 Proceedings of
the 2018 AAAI/ACM, NEW YORK NY,
USA. Conference on Al, Ethics, and
Society. 2018. Available at:

FOMICHOV, V. Semantics-Oriented Natural
Language Processing: Mathematical Models
and Algorithms (Vol. 27). Springer
Science & Business Media.2009.

FOUCAULT, Michael. Discipline and punish:

The birth of the prison. London: Penguin
Books. 1991.

GROSSBERG, Lawrence. Cultural Studies and
Deleuze-Guattari, Part 1. Cultural Studies
(28): 1-28. 2014

GROSZ, E. Volatile bodies: Toward a corporeal
feminism. Bloomington: Indiana
University Press. 1994.

HARAWAY, Dorothy. Manifesto for Cyborgs:
Science, Technology, and Socialist Feminism
in the 1980s. Socialist Review, 80, pp.65-
108. 1985.

HARAWAY, Dorothy. Modest_Witness@

Second _Millenium.FemaleMan|C]_ Meets_
OncoMou seTM: Feminism and technoscience.
Journal of the History of Biology, 30(3)
pp. 494-497. 1997.

HARRIS, A. Race and Essentialism in Feminist
Legal Theory. Stanford Law Review, 42(3),
pp. 581-616. 1990.

HAWKESWORTH, M. Policy studies within a
feminist frame. Policy Sciences, 27, pp.97-
118. 1994.



JAGOSE, A. Queer Theory. United States: NYU
Press. 1997.

LEVIT, N. and VERCHICK, R. Feminist legal
theory: A primer. New York: New York
University Press. 2006.

M. FINDLAY and ]. SEAH, An Ecosystem
Approach to Ethical AI and Data Use:
Experimental Reflections, 2020 IEEE
/ ITU International Conference
on Artificial Intelligence for Good
(AT4G), 2020, pp. 192-197, doi: 10.1109/
AI4G50087.2020.9311069.

MONASTERIOS, G. Abya Yala en Internet
politicas comunicativas y representaciones
de identidad de organizaciones indigenas en
el ciberespacio. Politicas de identidades
y diferencias sociales en tiempos de
globalizacién, 303-330. 2003.

MUSTAFA, A. “White Crisis” and/as “Existential
Risk”, or The Entangled Apocalypticism
of Artificial Intelligence. Zygon: Journal
of Religion and Science, 54(1),
pp. 207-224. 2019.

O’CONNOR, S. The robot-proof skills
that give women an edge in the age
of AL Financial Times. 2019.

Available at:

OYEWUMI, O. Invention of Women: Making an
African Sense of Western Gender Discourses.
Minneapolis; London: University of
Minnesota Press. 1997.

SALES, L. Algorithms, Artificial Intelligence and the
Law. Judicial Review, 25(1), 46-66. 2020.

SAVAGE, N. How AI and neuroscience drive
each other forwards. Nature, 571(7766),
S15+. 2019. Available at:

SHAHIDUL Alam. Majority World: Challenging
the West's Rhetoric of Democracy, Amerasia
Journal, 34:1, 88-98, 2008, DOI:
10.17953/amer.34.1.13176027k4q614v5

SHIRAEV, E. B., & LEVY, D. A. Cross-
cultural psychology: Critical thinking and
contemporary applications. Routledge. 2020.

SILVERSTONE, R. Domesticating domestication.
Reflections on the life of Domestication of
media and technology, 229. 2005.

SMITH, ClJ.. Designing Trustworthy AI: A Human-
Machine Teaming Framework to Guide
Development. ArXiv, abs/1910.03515. 2019.

SPIVAK, G. Can the Subaltern Speak?, in Nelson,
C. and Grossberg, L. (eds.) Marxism
and the Interpretation of Culture.
Urbana: University of Illinois Press,
pp- 271-313. 1988.

SPIVAK, G. In Other Worlds: Essays in Cultural
Politics. New York: Routledge. 1988.

STANLEY, E. and SMITH, N. Captive genders:
Trans embodiment and the prison industrial
complex. Edinburgh: AK Press. 2011.

STONE, S. The Empire Strikes Back: A
Postranssexual Manifesto. Camera Obscura,
10(2 29), pp. 150-176. 1992.

STRYKER, S. Transgender history. Berkeley, CA:
Seal Press. 2008.

THEODOROU, A., DIGNUM, V. Towards ethical
and socio-legal governance in AI. Nat Mach
Intell 2, 10—-12. 2020. Available at:

VILLANI, C. For a Meaningful Artificial
Intelligence: Towards a French and European
Strategy. Mission assigned by the Prime
Minister Edouard Philippe. 2018.
Available at:

WAJCMAN, J. The Feminisation of Work in
the Information Age? In: M. Frank Fox,
D. Johnson and S. Rosser, eds., Women,
Gender, and Technology. Champaign,
I1l.: University of Illinois Press, pp.
80-97. 2006.



WARNER, M. (Ed.). Fear of a queer planet: Queer
politics and social theory (Vol. 6). U of
Minnesota Press. 1993.

WAYAR, Marlene. Travesti. Una teoria lo
suficientemente buena. Fotografias de
Lina M. Etchesuri. Ilustrada por Nina
Kunan. 2? reimpresién. CABA: Muchas
Nueces. 2019.

WELLER, Adam. Transparency: Motivations and
Challenges. In: Samek, W., Montavon, G.,
Vedaldi, A., Hansen, L., Miiller, KR. (eds)
Explainable AI: Interpreting, Explaining
and Visualizing Deep Learning. Lecture
Notes in Computer Science(), vol 11700.
Springer, Cham. 2019. Available at:

WHITTLESTONE, J. et al. Ethical and societal
implications of algorithms, data, and artificial
intelligence: a roadmap
for research. London: Nuffield
Foundation. 2019

X1, Zhexu. How Can Humans Drive the
Development of Ethical Artificial Intelligence?.
Doi: 10.1007/978-3-030-73103-8_66. 2021.



Notas finais

1 A teoria do conhecimento, especial-
mente com relagio a seus métodos, validade e
alcance, e a distin¢do entre crenga justificada e
opinido. A maneira cOmo vemos € nos move-
mos no mundo.

2 Adam, A.Op. Cit.
3 Ali, Mustafa Op. Cit.

4 Collett, Clementine and Dillon, Sarah
Op. Cit.

) Weller, A. Op. Cit.
6 O’Connor, S. Op. Cit.

7 the theory of knowledge, especially
with regard to its methods, validity, and scope,
and the distinction between justified belief and
opinion. The way we see and move through
the world.

8 Adam, A. (1998). Artificial knowing:
Gender and the thinking machine. London:
Routledge.

9 Ali, Mustafa (2019). “White Crisis”
and/as “Existential Risk”, or The Entangled
Apocalypticism of Artificial Intelligence.
Zygon: Journal of Religion and Science, 54(1),
pp-207-224

10 Collett, Clementine and Dillon, Sarah
(2019). AI and Gender: Four Proposals for
Future Research. Cambridge: The Leverhulme
Center for the Future of Intelligence.

11 Weller, A. (2019). Transparency:
Motivations and Challenges. In: Samek, W,
Montavon, G., Vedaldi, A., Hansen, L., Miiller, KR.
(eds) Explainable AI: Interpreting, Explaining
and Visualizing Deep Learning. Lecture Notes in
Computer Science(), vol 11700. Springer, Cham.

12 O’Connor, S. (2019). The robot-proof
skills that give women an edge in the age of
Al [online] Financial Times. Available at:

13 Shahidul Alam (2008) Majority World:
Challenging the West's Rhetoric of Democracy,
Amerasia Journal, 34:1, 88-98, DOI: 10.17953/
amer.34.1.13176027k4q614v5

14 Cowls, Josh and King, Thomas and Taddeo,
Mariarosaria and Floridi, Luciano, Designing Al
for Social Good: Seven Essential Factors (May
15, 2019). Available at SSRN:

15 Smith, CJ. (2019). Designing Trustworthy
AL A Human-Machine Teaming Framework to
Guide Development. ArXiv, abs/1910.03515.

16 Xi, Zhexu. (2021). How Can Humans
Drive the Development of Ethical Artificial
Intelligence?. 10.1007/978-3-030-73103-8_66.

17 Theodorou, A., Dignum, V. Towards
ethical and socio-legal governance in Al. Nat
Mach Intell 2, 10-12 (2020).

18 Dignum, V. (2017). Responsible artificial
intelligence: designing Al for human values.



19 M. Findlay and J. Seah, "An Ecosystem
Approach to Ethical AI and Data Use:
Experimental Reflections,” 2020 IEEE |/
ITU International Conference on Artificial
Intelligence for Good (AI4G), 2020, pp. 192-197,
doi: 10.1109/A14G50087.2020.9311069.

20 Butler, J. (2020). Critically queer (pp. 11-
29). Routledge. Epstein, S. (1994). A queer en-
counter: Sociology and the study of sexuality.
Sociological Theory, 188-202. Jagose, A. (1997).
Queer Theory. United States: NYU Press. Shiraev,
E. B, & Levy, D. A. (2020). Cross-cultural
psychology: Critical thinking and contempo-
rary applications. Routledge. Stone, S. (1992)
The Empire Strikes Back: A Postranssexual
Manifesto. Camera Obscura, 10(2 29), pp. 150-
176. Stryker, S. (2008). Transgender history.
Berkeley, CA: Seal Press. Warner, M. (Ed.). (1993).
Fear of a queer planet: Queer politics and social
theory (Vol. 6). U of Minnesota Press.

21 Collins, P. H. (2005). Black Sexual
Politics: African Americans, Gender, and the
New Racism. New York: Routledge. Oyéwumi,
O. (1997) Invention of Women: Making an
African Sense of Western Gender Discourses.
Minneapolis; London: University of Minnesota
Press. Spivak, G. (1988) ‘Can the Subaltern
Speak?’; in Nelson, C. and Grossberg, L. (eds.)
Marxism and the Interpretation of Culture.
Urbana: University of Illinois Press, pp. 271-
313. Spivak, G. (1988) In Other Worlds: Essays
in Cultural Politics. New York: Routledge.

22 Monasterios, G. (2003). Abya Yala en
Internet politicas comunicativas y representa-
ciones de identidad de organizaciones indige-
nas en el ciberespacio. Politicas de identidades
y diferencias sociales en tiempos de globaliza-
cién, 303-330.

23 Butler, J. (1990). Gender Trouble: femi-
nism and the subversion of identity. New York:
Routledge. Foucault, M. (1991 [1975]). Discipline
and punish: The birth of the prison. London:
Penguin Books. Grosz, E. (1994 ). Volatile bodies:
Toward a corporeal feminism. Bloomington:
Indiana University Press.

24 Fomichov, V. (2009). Semantics-Oriented
Natural Language Processing: Mathematical
Models and Algorithms (Vol. 27). Springer
Science & Business Media.

25 Savage, N. (2019). How AI and neu-
roscience drive each other forwards.
Nature, 571(7766), S15+.

26 Wayar, M. Wayar, Marlene (2019). Travesti.
Una teoria lo suficientemente buena. Fotografias
de Lina M. Etchesuri. Ilustrada por Nina Kunan.
22 reimpresion. CABA: Muchas Nueces.

27 Haraway, D. (1985). Manifesto for
Cyborgs: Science, Technology, and Socialist
Feminism in the 1980s. Socialist Review,
80, pp.65-108. Haraway, D. (1997). Modest_
Witness@Second_Millenium.FemaleMan[C]_
Meets_OncoMou seTM: Feminism and tech-
noscience. Journal of the History of Biology,
30(3) pp. 494-497. Wajcman, J. (2006) The
Feminisation of Work in the Information Age?
In: M. Frank Fox, D. Johnson and S. Rosser, eds.,
Women, Gender, and Technology. Champaign,
I1L.: University of Illinois Press, pp. 80-97.



28 Elliot, P. and Roen, K. (1998)
Transgenderism and the Question of
Embodiment: Promising Queer Politics? GLQ;
A Journal of Lesbian and Gay Studies, 4(2), pp.
231-261. Stanley, E. and Smith, N. (2011). Captive
genders: Trans embodiment and the prison in-
dustrial complex. Edinburgh: AK Press.

29 Grossberg, Lawrence. 2014. Cultural
Studies and Deleuze-Guattari, Part 1. Cultural
Studies (28): 1-28.

30 Sales, L. (2020). Algorithms, Artificial
Intelligence and the Law. Judicial Review, 25(1),
46-66.

31 Erdélyi, O. and Goldsmith, J. (2018).
Regulating Artificial Intelligence: Proposal for
a Global Solution. In: AIES '18 Proceedings of
the 2018 AAAI/ACM, NEW YORK NY, USA.
Conference on Al, Ethics, and Society. [online]
Available at:

32 Whittlestone, J. et al. (2019). Ethical and
societal implications of algorithms, data, and
artificial intelligence: a roadmap for research.
London: Nuffield Foundation.

33 Villani, C. (2018). For a Meaningful
Artificial Intelligence: Towards a French and
European Strategy. Mission assigned by the
Prime Minister Edouard Philippe [online]
Available at:

34 Asaro, P.(2007). Robots and Responsibility
from a Legal Perspective. In: Proceedings of the
IEEE International Conference on Robotics and
Automation. Rome: IEEE.

35 Adam, A. (2005). Gender, Ethics and
Information Technology. London: Palgrave
MACM, New York NY, USA. illan

36 Hawkesworth, M. (1994). Policy studies
within a feminist frame. Policy Sciences, 27,
pp.97-118

37 Aggestam K, Bergman-Rosamond A and
Kronsell A (2018) Theorising feminist foreign
policy. International Relations [online] 32(4),
1-17. Available at:

38 Levit, N. and Verchick, R. (2006).
Feminist legal theory: A primer. New York:
New York University Press

39 Harris, A. (1990). Race and Essentialism
in Feminist Legal Theory. Stanford Law Review,
42(3), pp. 581-616.

40 Dignum, V. (2017). Responsible Artificial
Intelligence: Designing Al for Human Values.
ITU Journal: ICT Discoveries, Special Issue No.1,

pp. 1-8

41 Silverstone, R. (2005). Domesticating
domestication. Reflections on the life of
Domestication of media and technology, 229.



